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A B S T R A C T

Recent experiments observe electric current generation at sliding metal–semiconductor interfaces. Here, we
present a detailed theoretical study on how electric voltage is generated at such a sliding interface. Our study
is based on a two-band Anderson–Holstein model, where we solve the coupled electron–phonon dynamics
using a surface hopping method. We show that the high local temperature induced by mechanical motion
at the interfaces can lead to electron–hole pair generation through electron–phonon couplings. We quantify
the efficiency of electron–hole generation as well as electric voltage as a function of local temperatures and
semiconductor bandgaps. We find that increasing the local temperatures can lead to higher electron–hole
generation and electric voltage. Furthermore, we find that there is a turnover for the electric voltage as a
function of the bandgap. Such an observation is in agreement with the experimental results. Our study offers
a theoretical framework to understand tribovoltaic effects from a quantum mechanical point of view, and our
approach can be used to quantitatively simulate realistic sliding metal–semiconductor junctions.
1. Introduction

When a semiconductor material is involved in a sliding contact, a
high direct-current (DC) can be generated, which has been recently
observed in various contact material system (e.g. metal/semiconductor
[1–3], metal/insulator/semiconductor [3,4], p–n junction [5,6],
liquid/semiconductor [7–9]). Such a phenomenon is referred to as
‘‘tribovoltaic’’ effect [10]. Moreover, new multi-physics phenomenon
originated from the tribovoltaic effect such as tribo-photovoltaic ef-
fect [4,9,11] and tribovoltaic–thermoelectric effect [12] have been
found successively in dynamic metal–semiconductor Schottky systems.
Although the fundamental mechanism remains unsolved, it is found
that the DC current density output of such systems is on the order of
10–100 A/m2, which is 3–4 orders’ higher than which in traditional
piezoelectric or triboelectric nanogenerator and thus show a great
promise on next-generation mechanical energy harvesting devices for
self-powered electronics and Internet of Things (IoTs) sensors [13].

In the past decades, tremendous efforts have been devoted to un-
derstanding and quantifying charge transfer during contact. To date,
the fundamental physics of triboelectricity remains unsolved [14–16].
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The challenge of an explicit understanding of the mechanism resides in
the complex multi-scale and multi-physics interaction at a contact inter-
face [17–20]. Frictional energy dissipation in materials may manifest in
different ways: heat generation, exo-electron, luminescence, electron–
hole generation, surface charges, etc. [21]. In general situation, the
majority of frictional energy ends up with heat either through phonon–
phonon interaction or relaxation of other electronic excitations. When
a Schottky contact consisting of a metal and a semiconductor material
is presented however, it is proposed that the input frictional energy
may induce a non-adiabatic electronic excitation of energetic carriers,
and the generated electron–hole pairs may be non-adiabatic electronic
excitation, which ultimately contribute to the DC generation at a sliding
Schottky contact [10,22].

The physical essence of charge transfer at the interfaces is the
breakdown of Born–Oppenheimer (BO) approximation: In the BO ap-
proximation, nuclear motion is assumed to be much slower than elec-
tronic motion, such that nuclei move on the adiabatic potential energy
surface. Under external stimuli, the accelerated nuclear motion can in-
troduce non-adiabatic electronic transitions between different potential
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energy surface near the crossing point such that the BO approximation
breaks [23,24]. Nevertheless, a basic understanding of the electronic
excitation process in an electro-mechanical coupled system is still
missing. In this work, a systematic study on the non-adiabatic electronic
excitation at a metal/semiconductor sliding interface using quantum
dynamics approach is presented, in an effort to shed light on funda-
mental process and provide instructional guide for materials design and
optimization for future semiconductor-based nanogenerators.

In our previous studies, we have presented a surface hopping dy-
namics to describe non-adiabatic dynamics near a metal surface [25,
26]. In such a dynamical method, we propagate trajectories on different
potential energy surfaces describing different charge states. We further
introduce stochastic hopping between them indicating charge transfer
between these states. Note that, different with Tully’s surface hopping
method, which is typically used to model non-adiabatic dynamics in
solution or in gas phase, our surface hopping is intended to study non-
adiabatic dynamics at metal surfaces. Our surface hopping dynamics
have been successfully used to describe electron transfer, energy relax-
ation, current–voltage characteristic near metal surfaces as well as in
nano-junctions [27,28].

In this manuscript, we present a two-level Anderson–Holstein model
based on electron–phonon couplings to describe the semiconductor-
metal interfaces. We use the surface hopping method to describe the
non-adiabatic dynamics at such interfaces. Our dynamics indicate that
local temperature induced by mechanic motion at the interfaces can
lead to electron–hole pair generation through electron–phonon cou-
plings. We can then quantify the generation of the electron and hole
population as well as the electric voltage. We find that there is a
turnover for the voltage as the function of the bandgap. This finding
is in agreement with experimental results. We believe that this article
provides atomic insights on how electric current is generated on sliding
semiconductor-metal interfaces. We expect that our approach can be
used to study realistic sliding metal–semiconductor junctions in the
future.

2. Theoretical model

Here, we use a two-level/two-band Anderson–Holstein model to de-
scribe semiconductor/metal interfaces. Our total Hamiltonian consists
of three parts: �̂�𝑀 for the metal, �̂�𝑆 for the semiconductor, and �̂�𝐼
for the couplings between the metal and the semiconductor, i.e.

�̂� = �̂�𝑀 + �̂�𝑆 + �̂�𝐼 (1)

The metal consists of a manifold of electronic states,

�̂�𝑀 =
∑

𝑘
(𝜖𝑘 − 𝜇)𝑐+𝑘 𝑐𝑘 (2)

Here 𝑐+𝑘 (𝑐𝑘) is the creation (annihilation) operator of an electronic level
𝑘 in the metal. 𝜇 is the Fermi energy of the metal (here we set 𝜇 = 0).
or simplicity, we model the semiconductor with two levels, conduction
evel/band 𝐸𝑐 (𝑥), and valence level/band 𝐸𝑣(𝑥). Here we have a local
honon degrees of freedom (𝑥 and 𝑝 are the position and momentum of
he phonon) coupled to the electronic levels. Such that the Hamiltonian
or the semiconductor can be written as

̂ 𝑆 = 𝐸𝑐 (𝑥)𝑑+𝑐 𝑑𝑐 + 𝐸𝑣(𝑥)𝑑+𝑣 𝑑𝑣 + 𝑈0(𝑥) +
𝑝2

2𝑚
(3)

𝑈0(𝑥) is the potential for the local phonon mode. 𝑑+𝑐 (𝑑+𝑣 ) and 𝑑𝑐 (𝑑𝑣) are
the creation and annihilation operator for an electron in the conduction
(valence) band of the semiconductor. Below, we will approximate the
potential as a harmonic oscillator, 𝑈0 = 1

2 𝑚𝜔2𝑥2 (𝜔 is the frequency
of the oscillator). The couplings between the metal and levels in the
semiconductor are assumed to be bilinear:

�̂�𝐼 =
∑

𝑉𝑐𝑘(𝑐+𝑘 𝑑𝑐 + 𝑑+𝑐 𝑐𝑘) +
∑

𝑉𝑣𝑘(𝑐+𝑘 𝑑𝑣 + 𝑑+𝑣 𝑐𝑘) (4)
2

𝑘 𝑘
We can define the hybridization functions to characterize the strength
of the couplings of electron between the metal and levels in the
semiconductor:

𝛤𝑐 =
∑

𝑘
|𝑉𝑐𝑘|

2𝛿(𝜖 − 𝜖𝑘) (5)

𝛤𝑣 =
∑

𝑘
|𝑉𝑣𝑘|

2𝛿(𝜖 − 𝜖𝑘) (6)

Physically, 𝛤𝑐 (𝛤𝑣) quantifies the lifetime of an electron in the conduc-
tion (valence) band. We further assume that the conduction band and
the valence band couple to the local phonon as the following:

𝐸𝑐 (𝑥) = 𝑔𝑐𝑥
√

𝑚𝜔∕ℏ + 𝐸𝑔∕2 (7)

𝐸𝑣(𝑥) = 𝑔𝑣𝑥
√

𝑚𝜔∕ℏ − 𝐸𝑔∕2 (8)

ere, 𝑔𝑐 (𝑔𝑣) characterizes the strength of electron–phonon couplings for
he conduction (valence) band in the semiconductor. We have assumed
hat the coupling is linearly proportional to local phonon displacement,
hich is a typical approximation for the electron–phonon interactions.
𝑔 is the bandgap between the conduction band and valance band.

The above equations conclude our model. The parameters for the
odel can be obtained from 𝑎𝑏 𝑖𝑛𝑖𝑡𝑖𝑜 calculations for realistic materials

nd structures. Our goal is to simulate the electron transfer processes
etween the conduction/valence band and metal surface. Such pro-
esses could lead to electron–hole pair generation in the semiconductor
s well as electric voltage. Obviously, solving the real time dynamics
ill be very difficult. Below, we introduce a classical master equation
nd surface hopping (SH) method to simulate the dynamical processes.

.1. Classical master equation

To solve the coupled electron–phonon motion at the interfaces for
he two level Anderson–Holstein model introduced above, we explore
he classical master equation method. In the limit of weak couplings
𝛤 < 𝑘𝑇 ), provided phonon is classical (ℏ𝜔 < 𝑘𝑇 ), we can derive a
lassical master equation (CME) to describe the dynamics. The exact
erivation is similar to the one for one-level Anderson–Holstein model
25,26]. Here we outline the derivation and show the equations of
otion.

We start from the Liouville equation for the total system. Under
he weak coupling assumption, after tracing over the bath degrees of
reedom, we arrive at the quantum master equation for the system only:

𝑡�̂� = 𝑖[�̂�𝑠, �̂�] −
̂̂�̂� (9)

ere, �̂� is density operator for the system. (We have set ℏ = 1.) ̂̂ is the
indblad superoperator coming from the system–bath couplings. Note
hat, the system includes the electronic states in the semiconductor
s well as the phonon degrees of freedom. We further make classical
ssumption for the phonon using Wigner transformation:

̂(𝑥, 𝑝) = ∫ 𝑑𝛥𝑥 ⟨𝑥 − 𝛥𝑥∕2|�̂�|𝑥 + 𝛥𝑥∕2⟩ exp(𝑖𝑝𝛥𝑥) (10)

ere, �̂�(𝑥, 𝑝) can be interpreted as the phase space density for different
lectronic states. Particularly, we have 𝜌0, 𝜌𝑣, 𝜌𝑐 , 𝜌𝑣𝑐 to denote the phase
pace densities with empty electron, one electron in the valance band,
ne electron in the conduction band, and two electrons, respectively.
he equations of motion for these densities are:

𝜕𝑡𝜌0 =
𝑝
𝑚
𝜕𝑥𝜌0 − 𝜕𝑥𝑈0𝜕𝑝𝜌0 − (𝛤𝑐𝑓 (𝐸𝑐 ) + 𝛤𝑣𝑓 (𝐸𝑣))𝜌0 + 𝛤𝑐𝑓 (−𝐸𝑐 )𝜌𝑐

+𝛤𝑣𝑓 (−𝐸𝑣)𝜌𝑣 (11)
𝜕𝑡𝜌𝑣 =

𝑝
𝑚
𝜕𝑥𝜌𝑣 − 𝜕𝑥𝑈1𝜕𝑝𝜌𝑣 + 𝛤𝑣𝑓 (𝐸𝑣)𝜌0 − (𝛤𝑐𝑓 (𝐸𝑐 ) + 𝛤𝑣𝑓 (−𝐸𝑣))𝜌𝑣

+𝛤𝑐𝑓 (−𝐸𝑐 )𝜌𝑣𝑐 (12)
𝜕𝑡𝜌𝑐 =

𝑝
𝑚
𝜕𝑥𝜌𝑐 − 𝜕𝑥𝑈2𝜕𝑝𝜌𝑐 + 𝛤𝑐𝑓 (𝐸𝑐 )𝜌0 − (𝛤𝑐𝑓 (−𝐸𝑐 ) + 𝛤𝑣𝑓 (𝐸𝑣))𝜌𝑐

+𝛤 𝑓 (−𝐸 )𝜌 (13)
𝑣 𝑣 𝑣𝑐



Nano Energy 96 (2022) 107034G. Liu et al.
Fig. 1. (a) Schematic band diagram of a metal–semiconductor dynamic contact (CB, conduction band; VB, valence band). Schematics of four energy states: (b) 𝑈0, one hole on
the VB. Such state can be arrived from the ground state (𝑈1) by transferring one electron from the VB of the semiconductor to the metal. (c) 𝑈1 = 𝑈0 + 𝐸𝑣, one electron on the
VB, i.e. the ground state. (d) 𝑈2 = 𝑈0 + 𝐸𝑐 , one electron on the CB and one hole on the VB. Such state can be arrived from the ground state by transferring one electron from
the VB of the semiconductor to the metal, then to the CB of the semiconductor sequentially. (e) 𝑈3 = 𝑈0 + 𝐸𝑣 + 𝐸𝑐 , one electron on the VB and one electron on the CB. Such
state can be arrived from the ground state by transferring one electron from the metal to the CB of the semiconductor. 𝑥 is the reaction coordinate (phonon degree of freedom).
Non-adiabatic charge transfer between the four states occurs via electron–phonon couplings.
𝜕𝑡𝜌𝑣𝑐 =
𝑝
𝑚
𝜕𝑥𝜌𝑣𝑐 − 𝜕𝑥𝑈3𝜕𝑝𝜌𝑣𝑐 + 𝛤𝑐𝑓 (𝐸𝑐 )𝜌𝑐 + 𝛤𝑣𝑓 (𝐸𝑣)𝜌𝑣 − (𝛤𝑐𝑓 (−𝐸𝑐 )

+𝛤𝑣𝑓 (−𝐸𝑣))𝜌𝑣𝑐 (14)

Here, 𝑓 (𝑥) = 1∕(𝑒(𝑥−𝜇)∕𝑘𝑇 + 1) is the Fermi function. 𝑈1 = 𝑈0 + 𝐸𝑣,
𝑈2 = 𝑈0+𝐸𝑐 , and 𝑈3 = 𝑈0+𝐸𝑐 +𝐸𝑣 correspond to the potential energy
surfaces (PESs) for one electron in the valance band, one electron in
the conduction band, and two electrons, respectively. We note that,
the densities follow the classical motion on the corresponding potential
energy surfaces with transitions between different electronic states. The
hopping rates are proportional to the hybridization function (𝛤𝑐 or 𝛤𝑣)
as well as the Fermi functions. In Fig. 1, we show the four electronic
states for the semiconductor with two levels near a continuum of
electronic states (metal surface). We refer to the state with one electron
on the valence band (𝑈1) as our ground state. The other states can be
arrived from the ground state by transferring electrons between the
metal and the semiconductors. In particular, the state with no electron
is referred to as one hole state (𝑈0), and the state with one electron on
the conduction band is referred to as electron–hole pair state (𝑈2).

In Fig. 2, we plot the potential energy surfaces (PESs) for different
electronic states. Notice that there are several crossings between the
PESs when the bandgap 𝐸𝑔 is small. When the bandgap is large, the
crossing can only happen at very high energies. At the crossing points,
the hopping happens most frequently. At very low nuclear energy, the
electrons will likely remain on the ground state. With higher nuclear en-
ergy, there will be more transitions on the excited states. Below, we will
use a surface hopping algorithm to propagate the equation of motion
and analyze non-adiabatic electron transfer between semiconductor
and metal surfaces.
3

3. Numerical results

We now use the surface hopping algorithm to solve the CME dy-
namics. In the surface hopping method, we use a swarm of trajectories
to represent nuclear densities. We evolve trajectories on the active
potential energy surfaces (PESs), and we introduce hopping between
the PESs. At each time step, we generate a random number uniformly
distributed from 0 to 1; we then compare the random number to
hopping rate times 𝑑𝑡 (𝑑𝑡 is the time interval). A hopping to a different
potential energy surface occurs when the random number is smaller
than the hopping rate times 𝑑𝑡; otherwise, the trajectory remains on
the original PES. In Fig. 3, we show hopping events between the four
potential energy surfaces of one trajectory in real time. Note that there
are 8 possible transition events between the 4 PESs (see Eqs. (11)–(14)).
The red dots denote these 8 possible hopping events.

In a sliding metal–semiconductor junction, the mechanical motion
could induce phonon excitation, especially at the local contact asper-
ities, which have a typical size of 10–100 nm. The single asperities
at contact interfaces experience a large local pressure at GPa level
and a local contact temperature 𝑇 as high as 1000 K [29,30]. Such
excited phonon motion could then introduce electron–hole pairs as well
as voltage generation through electron–phonon couplings. To mimic
a such process, we initialize all trajectories on the ground state (one
electron in the valance band, with PES 𝑈1 = 𝑈0 + 𝐸𝑣), where the
momentums and positions of these trajectories satisfy a Boltzmann
distribution at a given initial phonon temperature 𝑇𝑖,

𝜌𝑣(𝑥, 𝑝) = 𝜔 exp
(

− 1 ( 𝑝2
+ 1𝑚𝜔2(𝑥 − 𝑥0)2

)

)

(15)

2𝜋𝑘𝑇𝑖 𝑘𝑇𝑖 2𝑚 2
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Fig. 2. Potential energy surfaces for different charge states: 𝑈0, no electron in either conduction or valance band; 𝑈1 = 𝑈0 + 𝐸𝑣, one electron in the valence band; 𝑈2 = 𝑈0 + 𝐸𝑐 ,
one electron in the conduction band; and 𝑈3 = 𝑈0 + 𝐸𝑣 + 𝐸𝑐 two electrons in the conduction and valance band. Parameters: (a) ℏ𝜔 = 0.03 eV, 𝑔𝑐 = 𝑔𝑣 = 0.09 eV, 𝐸𝑔 = 1 eV (b)
ℏ𝜔 = 0.03 eV, 𝑔𝑐 = 𝑔𝑣 = 0.09 eV, 𝐸𝑔 = 2 eV. Here, we have set 𝑚 = ℏ

2𝜔
.

Fig. 3. Hopping events between the four potential energy surfaces of one trajectory. According to Eqs. (11)–(14), each state can hop to two other states (e.g. 𝑈0 → 𝑈1, 𝑈0 → 𝑈2),
hence 8 possible hopping events in total. The red dots denote these 8 possible hopping events.
𝜌0 = 𝜌𝑐 = 𝜌𝑣𝑐 = 0 (16)

Here, 𝑥0 = −
√

ℏ
𝑚𝜔

𝑔𝑣
ℏ𝜔 is the position of lowest energy on the ground

state. We then evolve our equation of motion to see how phonon energy
relaxes and how electron–hole pairs are generated as a function of
time. In our simulation, we use 4th order Runge–Kutta to propagate
the dynamics. Unless otherwise stated, we use 10000 trajectories for
our SH simulations.

3.1. Phonon relaxation

We first look at the phonon relaxation at the interfaces. In Fig. 4(a),
we initialize our phase space density on the ground state with different
phonon temperatures 𝑇 , and we plot average kinetic energy as a
4

𝑖

function of time. Here, we fix the temperature of the metal (electron
bath, 𝑘𝑇 = 0.05 eV), which only appears in the equation of motion
through the Fermi distribution in the hopping rates. we note that, the
kinetic energy of the phonon will reach to the same steady state, with
the average kinetic energy being half 𝑘𝑇 , i.e. the temperature of the
metal, regardless of the initial conditions. In fact, we can verify that,
the steady state nuclear distribution will obey a Boltzmann distribution
with the same temperature of the metal (see Refs. [25,26]). Physically,
this observation indicates that when the phonon degrees of freedom
interact with a manifold of electronic states long enough, the phonon
will reach to an equilibrium distribution with the same temperature as
the electronic bath. Note also that, the relaxation rate is independent
of the initial kinetic energy. As shown in Ref. [27,31], the relaxation
rate strongly depends on the electron–phonon couplings 𝑔 (or 𝑔 ), the
𝑐 𝑣
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Fig. 4. Phonon relaxation: ℏ𝜔 = 0.03 eV, 𝑔𝑐 = 𝑔𝑣 = 0.09 eV, 𝑘𝑇 = 0.05 eV, 𝛤𝑐 = 𝛤𝑣 = 0.02 eV. (a) Phonon Relaxation with different initial conditions, 𝑇𝑖 represents the temperature
at which the oscillator is initialized. (b) Phonon relaxation with different bandgaps, 𝐸𝑔 (eV).
Fig. 5. Electron and hole populations at different local temperatures. (a) Electron population as a function of time. (b) Hole population as a function of time. (c) Steady state
population of electrons and holes as a function of local temperatures. Parameters: ℏ𝜔 = 0.03 eV, 𝑔𝑐 = 𝑔𝑣 = 0.09 eV, 𝐸𝑔 = 1 eV, 𝛤𝑐 = 𝛤𝑣 = 0.02 eV.
timescales of electronic motion 𝛤𝑐 and/or 𝛤𝑣, and the timescale of the
nuclear motion ℏ𝜔.

In Fig. 4(b), we plot the phonon relaxation for different band gaps
𝐸𝑔 . We have fixed the initial phonon temperature, 𝑇𝑖 = 10𝑇 . Here, we
observe a turnover of the relaxation timescales for different bandgaps.
(1) For the case where the bandgap 𝐸 > 1 eV, the relaxation takes
5

𝑔

longer for larger bandgaps. In fact, for the bandgap as large as 𝐸𝑔 =
4 eV, we do not see energy relaxation at all. This is because when the
band gap is large enough, the crossing between PESs will only occur
at very large potentials (see Fig. 2), such that hopping events are very
rare, which results in little or no energy relaxation. (2) For the cases
where the bandgap 𝐸 < 1 eV, the relaxation timescales could also be
𝑔
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Fig. 6. Electron and hole populations for different bandgaps (eV). (a) Electron population as a function of time. (b) Hole population as a function of time. (c) Steady state electron
and hole populations as a function of bandgap. Parameters: ℏ𝜔 = 0.03 eV, 𝑔𝑐 = 𝑔𝑣 = 0.09 eV, 𝑘𝑇 = 0.15 eV.
larger for smaller bandgaps. This is due to the fact that when hopping
occurs, the energy loss is small if the bandgaps are small. The relaxation
timescale is a result of two competing effects: the frequency of hopping
and energy loss when hopping events occur. Increasing the bandgap
will reduce the frequency of hopping, but increase energy loss when
hopping events occur.

3.2. Electron and hole populations

In a sliding metal–semiconductor interfaces, the open-circuit voltage
(𝑉𝑜𝑐) generation (tribovoltaic potential difference between the metal
and the semiconductor) is associated with the electron–hole (e–h) pair
generation in a mechanically excited system [10,22]. To quantify the
electron–hole (e–h) pair generation, we define the electron population
on the conduction band 𝑁𝑒 as well as the hole population on the
valence band 𝑁ℎ as follows:

𝑁𝑒 = ∫
(

𝜌𝑐 (𝑥, 𝑝) + 𝜌𝑣𝑐 (𝑥, 𝑝)
)

𝑑𝑥𝑑𝑝, (17)

𝑁ℎ = ∫
(

𝜌0(𝑥, 𝑝) + 𝜌𝑐 (𝑥, 𝑝)
)

𝑑𝑥𝑑𝑝 (18)

Here again, 𝜌𝑐 (𝑥, 𝑝) is the phase space density for the one electron
and one hole state, 𝜌 (𝑥, 𝑝) is the density for two electron states, and
6

𝑣𝑐
𝜌0(𝑥, 𝑝) is the density for one hole state (see Fig. 2). 𝑁𝑒 and 𝑁ℎ are
dimensionless in our definition.

In Figs. 5(a) and 5(b), we plot hole and electron populations at
different temperatures as a function of time. Here the initial phonon
temperature 𝑇𝑖 is set to be equal to the temperature of the electron or
the local temperature of the asperities 𝑇 . We further vary the contact
temperature at the single asperities depending on mechanical motion
parameters (e.g. pressure and speed) at a sliding metal–semiconductor
junction. We find that the timescales for electron and hole generation
are roughly the same. In general, the steady state electron generation
is larger than the hole generation. The difference in electron and hole
populations is very related to the potential energy shifts (e.g. electron–
phonon couplings, 𝑔𝑐 and 𝑔𝑣) as well as temperature. When the local
temperature is small enough (≤ 0.1 eV), there will be nearly no hole
generation. This can be seen from Fig. 2(a): 𝑈3 is the lowest excited
states, whereas 𝑈0 and 𝑈2 are excited states with higher energies. At
small local temperatures, there will be little distribution on potential
surface 𝑈0 and 𝑈2, and most of the excited states is on potential surface
𝑈3.

To further illustrate the temperature effects, in Fig. 5(c), we further
plot electron and hole populations as a function of temperature at the
steady states. Note that both electron and hole populations increase
with temperature. This observation is in agreement with experimental
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Fig. 7. Average voltage (𝑉𝑜𝑐 ) for different local temperatures and bandgaps. (a) 𝑉𝑜𝑐 as a function of time for different temperatures, 𝐸𝑔 = 1 eV. (b) 𝑉𝑜𝑐 as a function of time for
different bandgaps, 𝑘𝑇 = 0.15 eV. (c) Steady state 𝑉𝑜𝑐 as a function of temperature, 𝐸𝑔 = 1 eV. (d) Steady state 𝑉𝑜𝑐 as a function of bandgap, 𝑘𝑇 = 0.15 eV. Other parameters:
ℏ𝜔 = 0.03 eV, 𝑔𝑐 = 𝑔𝑣 = 0.09 eV.
results. With faster mechanical motion and higher pressure at the
interfaces, the temperature of local asperities is larger, such that more
electron–hole pairs are generated at the interfaces. Again, we see the
asymmetry of electron and hole generations at given temperature. We
hope future experimental results can justify our simulation.

We now study the effects of bandgap on the electron and hole gener-
ations. In Figs. 6(a) and 6(b), we plot hole and electron populations at
different bandgaps as a function of time. Notice that the timescales for
electron and hole generations strongly depends on bandgaps. As indi-
cated before (see Section 3.1), the bandgap strongly affects the hopping
rates, which in turn determines the timescale for population relaxation.
Note that, for certain bandgaps, the timescales for the hole generation
can be much longer than the electron. In Fig. 6(c), we plot the steady
state electron and hole populations as a function of bandgaps. We see
that the steady state electron and hole population decrease with the
bandgap. Obviously, with larger bandgaps, the chance of occupying
excited state decreases, such that there will be less electron and hole
generations. In fact, from our calculation, we see that there is almost
no electron and hole generation for the bandgap as large as 3 eV. Such
a fact will show their signature in the voltage generation as depicted
below.
7

3.3. Voltage generation

With the definition of the electron and hole generations in Eqs. (17)
and (18), it is natural to define the open-circuit voltage (𝑉𝑜𝑐) as

𝑉𝑜𝑐 =
1
𝑒 ∫

(

𝜌0(𝑥, 𝑝) ×
𝐸𝑔

2
+ 𝜌𝑣(𝑥, 𝑝) × 0 + 𝜌𝑐 (𝑥, 𝑝) × 𝐸𝑔 + 𝜌𝑣𝑐 (𝑥, 𝑝)

×
𝐸𝑔

2
)

𝑑𝑥𝑑𝑝 = 1
2𝑒

𝐸𝑔(𝑁𝑒 +𝑁ℎ)
(19)

Here 𝑒 is the elementary charge. 𝑁𝑒 and 𝑁ℎ are the populations of
excited electron and hole, respectively. See Eqs. (17) and (18). (𝜌0,
𝜌𝑣, 𝜌𝑐 , and 𝜌𝑣𝑐 are the probability densities for the four corresponding
states in phase space. Since we have set the Fermi level in the middle
of the bandgap, we expect that one excited electron or one hole will
contribute to 𝐸𝑔∕2 voltage relative to the metal. Hence, 𝐸𝑔∕2 times the
electron plus hole populations gives the total voltage.

In Fig. 7(a), we plot voltage as a function of time for different
temperatures. Note that at longer time, the voltages reach to stationary
values. To further illustrate the effects of the temperature, we plot the
steady state voltages as a function of the temperature in Fig. 7(c). Here
we see that the steady state voltage increases with the temperature.
This result is consistent with the observation in Fig. 5(c), where both 𝑁𝑒
and 𝑁 increase with temperature. In general, larger local temperature
ℎ
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will lead to higher voltage generation. Again, this is in agreement with
the experimental results [32].

In Fig. 7(b), we plot 𝑉𝑜𝑐 as a function of time for different bandgaps
(𝐸𝑔). Notice that for smaller bandgaps (< 0.75 eV), the steady state
voltage increase with the bandgap; Whereas for larger bandgaps (>
0.75 eV) the steady state voltage decreases with bandgap. This is
further shown in Fig. 7(d), where we clearly see a turnover for the
voltage as a function of the bandgaps. The turning point is around
0.75 eV for the bandgaps. This turnover is a result of two competing
factors: the electron–hole populations as well as the bandgaps. See the
definition of voltage in Eq. (19). With small bandgap, there is little
voltage generation. Increasing the bandgap will lead to less electron
and hole generations. When the bandgap is large enough, there will be
no electron and hole generations, hence no voltage generation. Such a
turnover is being observed in experiments [32]. We hope to quantify
this turnover more precisely for realistic systems in the future study.

4. Conclusions

We have offered a quantum mechanical perspective of the tri-
bovoltaic effects at sliding metal–semiconductor interfaces. We have
introduced a two-level Anderson–Holstein model to describe non-
adiabatic electron and energy transfer at the interfaces. Furthermore,
we have used the classical master equation (CME) as well as the surface
hopping algorithm to model the coupled electron–phonon dynamics.
Using such a dynamical method, we can quantify the electron–hole
pair generations as well as voltage generations. We find that, the
electron and hole populations increase with local temperature, but
decrease with the bandgap. However, there is a turnover for the voltage
generation as a function of the bandgaps. This finding is strongly
supported by the experimental results. We believe this work presents an
atomic description of tribovoltaic effects. Future work must apply our
approach to realistic systems for better design and control of sliding
metal–semiconductor junctions. Extension of the current method for
doped materials will also be studied in the future.
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