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ABSTRACT: Accurate simulation of the many-electron nonadiabatic dynamics
process at metal surfaces remains a significant challenge. In this work, we present an
orbital surface hopping (OSH) algorithm rigorously derived from the orbital
quantum-classical Liouville equation (o-QCLE) to address nonadiabatic dynamics in
many-electron systems. This OSH algorithm is closely connected to the popular
independent electron surface hopping (IESH) method, which has demonstrated
remarkable success in addressing these nonadiabatic phenomena, except that
electrons hop between orbitals. We compare the OSH approach with the IESH
method and benchmark these two algorithms against the surface hopping method
using a full configuration interaction (FCI) wave function. Our approach shows
strong agreement with IESH and FCI-SH results for molecular orbital populations
and kinetic energy relaxation, while also exhibiting high efficiency, thereby
demonstrating the capability of the new OSH method to capture key aspects of
many-electron nonadiabatic dynamics.

1. INTRODUCTION
Nonadiabatic effects on metal surfaces, such as vibrational
energy relaxation and electron transfer, play a crucial role in
many physical and chemical processes, including inelastic
collision1−5 chemisorption,6−8 electrochemistry,9,10 heteroge-
neous catalysis,11,12 and molecular junctions.13,14 Accurately
describing these effects, particularly the interaction between
nuclear motion and electronic degrees of freedom, presents a
significant challenge due to the severe breakdown of the Born−
Oppenheimer approximation. Moreover, the metal electronic
orbitals form a continuum, facilitating surface electron−hole
pair excitations. Consequently, treating these systems fully
quantum mechanically would require considering an astro-
nomical number of excited states. These factors make full
quantum mechanical methods, such as multi configuration
time-dependent hartree (MCTDH)15 and hierarchical quan-
tum master equation (HQME),16 impractical for such systems.

For efficient simulations of more realistic metal interface
systems, a mixed quantum-classical approach is necessary.
Indeed, a variety of methods, such as electron friction theory
(EF),17−26 independent electron surface hopping (IESH)
method,27,28 Mapping Mode,29 and broached classical master
equation (BCME) methods,30,31 have recently been used to
study the dynamics of metal surfaces. Among these methods,
the EF and IESH methods are the most popular and widely
used. Although EF theory is straightforward to implement and
has seen significant development in recent years,32−43 it is
inherently limited to the weak coupling regime. Specifically, its

applicability requires low nuclear momenta and weak nuclear−
electron interactions. Furthermore, when analyzing vibrational
energy dissipation, EF theory can accurately predict the
average vibrational energy but fails to provide the correct
vibrational state distribution.28

To address the limitations of the EF method, Tully’s group
developed the IESH method in 2009.27 The idea of IESH is
very similar to the trajectory surface-hopping time-dependent
Kohn−Sham (TDKS) approach proposed by Prezhdo and
coworkers.44,45 A popular program called PYXAID, under this
approach, focuses on nonadiabatic molecular dynamics in
condensed matter systems and was developed accordingly.46

While the IESH method was mainly applied to metal surfaces,
e.g., the inelastic scattering between the NO molecule and the
Au(111) surface, it successfully reproduces trapping proba-
bilities and equilibrium vibrational energy distributions that
align well with experimental results.47 This demonstrates that
IESH can capture key experimental trends with reasonable
accuracy. Furthermore, it is computationally efficient due to
the independent electron assumption, making it a highly
practical and effective model. Since its development, IESH has
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been widely applied to open-shell species on metal surfaces.48

Despite its successes, IESH remains an analog without rigorous
proof. In this article, we demonstrate why the independent
electron ansatz of IESH works by directly analyzing the many-
body quantum dynamics of a noninteracting system. The main
theoretical result is an orbital quantum classical Liouville
equation (o-QCLE), which can naturally lead to an orbital
surface hopping (OSH) algorithm. In addition, we perform full
configuration space surface-hopping dynamics for small
systems to demonstrate that both OSH and IESH capture
the essential many-body dynamics despite being evolved with
single-particle equations of motion.

This article is organized as follows. Section 2 comprises a
comprehensive description of the methods and theory used in
this paper, where Section 2.1 presents the derivation of the
orbital quantum-classical Liouville equation. The o-QCLE can
naturally lead to the OSH approach, which is presented in
Section 2.2; in Section 2.3 we reconstruct the IESH method
based on o-QCLE. Section 2.4 outlines the algorithm of full
configuration interaction surface hopping (FCI-SH). Section 3
presents the numerical comparison of IESH, OSH, and FCI-
SH over two systems, representing thermal equilibrium
(Section 3.1) and high vibrational states (Section 3.2). Finally,
we summarize this work in Section 4.

2. THEORY AND METHODOLOGY
2.1. The Orbital Quantum-Classical Liouville Equa-

tion. Consider a general many-electron Hamiltonian describ-
ing the coupled electron−nuclear motion, given by

= + r RH T H ( , )total n el (1)

where T̂n ≡ P̂ M−1 P̂/2 represents the nuclear kinetic operator,
Ĥel represents the electronic Hamiltonian that depends on
electronic (r) and nuclear (R) coordinates. Suppose the
electrons are noninteracting, such that Ĥel can be described by
quadratic terms

= +†
r R R RH h d d U( , ) ( ) ( )

ij

m

ij i jel
(2)

with
†

di (d̂j) denoting the creation (annihilation) operator for
the i (j)-th orbital, hij(R) being the single-body Hamiltonian,
and U(R) representing the electronic state-independent
potential energy. This system comprises m spin orbitals,
which are occupied by n electrons distributed among these
orbitals.

The many-body quantum dynamics of this molecular system
is governed by the Liouville-von Neumann (LvN) equation,
that

= [ ]
t

i
H t, ( )total (3)

where ρ̂(t) denotes the total many-body density operator. To
proceed, we first define the single-body density operator σ̂,
whose matrix elements are given by †Tr d d( )kl l ke . We can
show that the single-body density operator satisfies (see
detailed derivations in Appendix A)

= [ ]
t

i
H t, ( )total

orb

(4)

Here Htotal
orb represents the total Hamiltonian in the single-

body basis set {|i⟩, i = 1, ..., m}:

= + + | |R RH T U h i j( ) ( )
ij

m

ijtotal
orb

n
(5)

again, U(R) represents the pure nuclear potential energy. The
single-body LvN eq 4 indicates that for a noninteracting many-
electron system the dynamics are exactly encoded in the single-
body Hamiltonian, as long as the system can be described by
quadratic terms (eq 2).

We proceed by deriving a mixed quantum-classical Liouville
equation for the orbital density matrix. To do so, we apply the
partial Wigner transformation, which transfers the nuclear
degrees of freedom from the Hilbert space to the phase space.
For an arbitrary operator Ô(t), the Wigner transformation
reads:

= +·O R P t dYe R
Y

O t R
Y

( , , )
2

( )
2

iP Y
W

/

(6)

and for the single-body density matrix σ̂,

=

+

·Y R
Y

R
Y

R P t d e t( , , ) (2 )
2

( )

2

Y PN i
W

3 /

(7)

where 3N is the size of the nuclear degrees of freedom. The
trace of σ̂W(R,P,t) over electronic degrees of freedom equals
the number of electrons, m, as this is a many-electron system.
By applying the partial Wigner transform rules to eq 4 and
truncating the Wigner−Moyal operator to the first order,49 we
obtain the orbital quantum-classical Liouville equation (o-
QCLE)

= [ ]

+ { } { }

+

R P t
t

i h
P
M R

h h

U
R P

( , , )
,

1
2

( , , )

a

a

a a

a

a a a

W
W W

W

W W W W

W

(8)

Here, the Poisson bracket is

{ } = · ·R P R P
R P P R

A B A B A B
( , ), ( , )

(9)

Finally, o-QCLE can be projected onto an adiabatic basis.
We first diagonalize the single-body Hamiltonian to get the
adiabatic orbital energy ϵj(R) and the corresponding basis |
ϕj(R)⟩:

| = |R R R Rh( ) ( ) ( ) ( ) .j j j (10)

Sandwiching both sides of eq 8 by ⟨ϕj(R)|·|ϕk(R)⟩, we
obtain
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a

W
W
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W
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W

(11)

where ωjk = (ϵj − ϵk)/ℏ. We have used the fact that

| | =R
R

R
R

d d
t t

( )
( )

( )
( )

( )j k

jk

l

jl
jl lk

lkW W
W W

(12)

Here the nonadiabatic coupling matrix elements are given as

= =R Rd
R

F
( ) ( )jk

a
j

a
k

a
jk

jk (13)

and the force can be calculated under the Hellmann−Feynman
equation

= |[ ]|R RF h R( ) / ( )a
jk

j a k (14)

2.2. Orbital Surface Hopping Method (OSH). With o-
QCLE (eq 11), we propose an orbital surface hopping (OSH)
algorithm. QCLE is the starting point of many mixed
quantum-classical algorithms,50−52 and its connection with
surface hopping has been thoroughly discussed in refs 51,53,54.
Similarly, o-QCLE (eq 11) also implies a surface hopping
algorithm, which is called OSH. Without considering
decoherence,51 the OSH algorithm can be outlined step-by-
step as follows.

1. We start by sampling the initial wavepacket with a
swarm of trajectories. The initial position (R),
momentum (P) and occupied oribtals are sampled
according to the problem being investigated. In each
trajectory, nuclear position (R), nuclear momenta (P),
and adiabatic single-particle density matrix (σ) are
propagated. In addition, an index array λ⃗ = {λ1, ..., λn} is
used to track the occupation of n electrons in m
adiabatic orbitals. Specifically, σ can be initialized by
either occupying diabatic or adiabatic orbitals:

• Diabatic occupation. Initially, suppose n diabatic
orbitals, ξ ⃗ = {ξ1, ..., ξn}, are occupied. Then, the
initial diabatic density matrix is given by

=
l
m
ooo
n
ooo

i

i0
ij

ijdiabatic

Adiabatic density σ can be obtained by σ = U†

σdiabatic U. The adiabatic index array λ⃗ is then
stochastically sampled from adiabatic populations
diag(σ).

• Adiabatic occupation. For given adiabatic occupa-
tion configuration λ⃗, σ is given by

=
l
m
ooo
n
ooo

i

i0
ij

ij

Despite the initialization scheme, the initial density
represent a mixed state whose trace is n.
2. Between time t and t + Δt, propagate R, P by the
following equations of motion:

=R
P
M (15)

= +
=

P
R

FU

i

n

1
,i i

(16)

Instead of being propagated on potential energy
surface of the active state, the nuclei experience the
single-particle forces of the occupied orbitals. σ is
propagated with a smaller time step Δt’ under the
equation of motion for single-particle density matrix,

= ·P d dt i t
M

( ) ( ) ( )ij
jk

ij
k

ik kj ik kj
(17)

3. At every smaller time step Δt’, we evaluate the
hopping probabilities from each occupied orbital to the
unoccupied orbitals. Using the fewest switches surface
hopping (FSSH)55 scheme, the hopping probability
from occupied orbital λi to orbital j is,

=
{ * · }l

m
ooo
n
ooo

R d
g

t j

j

max 2Re( ) / , 0

0j
j j

i

i i i i

(18)

The stochastic hopping algorithm is identical to that
of FSSH,55 albeit hopping will be considered for each
occupied electron. To minimize hopping, no more than
one electron is allowed to transition to a different orbital
per nuclear propagating time step.
4. When a hop occurs between λi and j, the total energy
must be conserved.51,54 Momenta are rescaled in the
direction of the single-particle derivative coupling dj i

.56

If the nuclei do not have enough kinetic energy, the hop
is frustrated and this hopping attempt is ignored.
5. Return to step 2.

Similar to the original FSSH algorithm, physical quantities
that are exclusively nuclear operators (e.g., position,
momentum, kinetic energy, etc.) or electronic operators
diagonal in the adiabatic representation (e.g., adiabatic orbital
populations) can be directly computed via averaging over
trajectories. Diabatic orbital populations, however, are
evaluated with the density matrix approach:57,58

= | | + *
= = =

i

k
jjjjjjj

y

{
zzzzzzzP U U U2Re( )a

i

n

a
j

m

k j

m

aj jk ak
1

2

1
i

(19)

Overall, we have presented an efficient surface hopping
algorithm for noninteracting multiple electrons system. For the
OSH method, we expect that the n-electron density matrix
remains constrained to that of a single Slater determinant as
well. This follows directly from the electronic equation of
motion in eq 17. In the diabatic basis, eq 17 reduces to σ̇ =
−i[h,σ], which will remain constrained to that of a single Slater
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determinant if the initial condition is a single determinant. This
OSH algorithm completely considers orbitals and occupations
rather than electronic states and hence will be very efficient for
large systems. Readers familiar with the independent electron
surface hopping (IESH) method will notice some similarity
between OSH and IESH. We will compare these two methods
in Section 2.3.
2.3. IESH Method. We can reconstruct the IESH method

starting from o-QCLE. As derived in Section 2.1, the dynamics
are exactly encoded in the single-body Liouville equation as
long as the electronic interaction can be described by quadratic
terms. Each electron in this system can evolve independently
under the time-dependent Schrödinger equation or single-body
density matrix, as shown in eq 17, which closely resembles our
OSH approach.

Unlike OSH, electrons in the IESH hop between states. The
density matrix elements used in the calculation of hopping
probabilities are achieved by constructing the many-electron
states’ Slater determinant with occupied orbital wave
functions.27 If +bj and bj are the creation and annihilation
operators for a particle in the adiabatic orbital basis |ϕj(R)⟩.
Then the many-electron eigenstate can be obtained by
populating the Ne of these one-electron orbitals in one Slater
determinant.

| = | = | |+ + +j b b b, ..., 0 , ...,j j j j j jNe Ne2 1 1 2 (20)

Analogy the definition of FSSH55 hopping probability from
state |j⟩ to state |l⟩ can be written as

=
l
mooo
nooo

|
}ooo
~ooo

g
tB

A
max , 0 ,jl

lj

jj (21)

in which,

= * · | |d RB A R j l2Re( ( ) )jl jl i i (22)

The ji and li are the electron occupied orbitals in states j and
l respectively. The subscript i refers to the ith electron. Here, we
follow Tully’s definition27 using this structure to remove the
antisymmetry of electrons. It is easy to verify (see detailed
derivations in Appendix B) that the nonadiabatic coupling is
zero unless only one pair of electron orbitals differs from each
other, which means only single-electron hops need to be
considered in the hopping rate calculation.

The density matrix elements *Ajl and Ajj are calculated using
the “general overlap method”59

= | |j lAjl (23)

Here, the total wave function |Φ⟩ is a single Slater
determinant state,

| = | |, ..., Ne1 2 (24)

Then, the many-electron inner product ⟨j|Φ⟩ is given by the
determinant value of the overlap matrix of the occupied
orbitals:

| = | | = |j S S, ij j ji (25)

Generally, the computational cost of these determinants is
proportional to N3. N is the dimension of the determinant.
These will be the bottleneck of the IESH approach if we

calculate them directly.60 A detailed discussion is given in
Section 2.4.
2.4. Full Configuration Interaction Surface Hopping.

As discussed in Section 2.3, only one Slater determinant is
used for the total many-electron wave function in the IESH
method. To include the correlation energy of different electron
occupations, we borrow the idea from electronic structure
theory. The exact total many-electron wave function is defined
as a linear combination of Ne electron trial function:61

| = | + | + | + ···
<<

c c c
ar

a
r

a
r

a b
r s

ab
rs

ab
rs

0 0

(26)

where |Ψ0⟩ is the Hartree−Fock (HF)-like Slater determinant
with the lowest energy orbitals occupied. | a

r are the Slater
determinants involving single excitation, | ab

rs are the Slater
determinants involving double excitation.

The time evolution of the electronic FCI density matrix is
also governed by the quantum Liouville equation (eq 3). Upon
applying the partial Wigner transformation and adopting the
adiabatic representation |ΦJ(R)⟩, the resulting quantum-
classical Liouville equation of the FCI density matrix takes
the form:

=

+

+
i

k
jjjjjj

y

{
zzzzzz

R P t

t
i

E E

P
M

D D
P
M R

F
P P

F

( , , )
( )

( )

1
2

jk

j k
jk

l
w
jl

lk jl w
lk w

jk

l
w
jl w

lk
w
jl

w
lk

W
W

(27)

Starting from this QCLE, we can derive the FCI-SH
algorithm step-by-step, as outlined in Section 2.2. For instance,
a sort of electron can evolve according to the many-body
Schrödinger equation.

| = |R ti H ( ( ))i iel (28)

It is worth noting that the hop probability from surface j to
surface l, gjl is also defined as

=
l
mooo
nooo

|
}ooo
~ooo

g
tB

A
max , 0jl

lj

jj (29)

and,

= * · | |
= * · | |

d R

d R

B A R

A R j l

2Re( ( ) )

2Re( ( ) )
jl jl

jl

j l

i i (30)

This is identical to the hopping probability equation in the
IESH approach, suggesting that the IESH method accounts for
all electron excitations. A comparison of the dynamic results
between IESH and FCI-SH will clearly demonstrate the impact
of the many-body wave function on the dynamic process.

Finally, to use information on unoccupied states as
mentioned in Section 2.2, the population of the diabatic
state is calculated using the correct density matrix (CMD)
method58,62 as eq 19. For evolution processes of IESH and
FCI-SH are similar to the OSH approach. The details are
provided in Section 2.2, so we will not repeat here.
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3. RESULTS AND DISCUSSIONS
In this work, we focus on two questions: (1) Have any many-
body effects been missed in the nonadiabatic dynamic
simulation when using single-particle approaches such as
OSH and IESH? (2) Can the new, simpler OSH approach
achieve comparable or even better results than IESH? To
address these questions, we study two nonelastic collision
processes between a molecule and a metal surface. One
scenario involves the molecule being under thermal equili-
brium before collision, which is a simplified model used to
study the electron transfer rate in chemisorption. The other
scenario involves the molecule being highly vibrationally
excited, which can demonstrate the state-to-state energy
transfer mechanism in the fast electron transfer process.

For both systems, we employ the Newns−Anderson model,
which has been successfully applied to study nonadiabatic
effects at gas-metal interfaces.27,47 Numerous reference results
using IESH are also available.58,63,64 For smaller systems, we
use the FCI-SH approach as a many-body benchmark. For
larger systems, comparisons are limited to OSH and IESH.

The Newns−Anderson Hamiltonian with one molecular
orbital and a continuum of metal electron orbitals is given as

= + +

+ + *

† †

† †

+

+

R R R R

R R

H U U U c c d c c

d V c c V c c

( ) ( ) ( ( ) ( )) ( )

( ( ; ) ( ; ) )

a a
E

E

E

E

a a

el 0 1 0

(31)

where U0(R), U1(R) are the potential energy surfaces of the
neutral and anionic molecule, respectively. V(ϵ;R) represents
the couplings between molecular and metal orbitals. †c c( ) and
†c c( )a a are the Fermionic creation and annihilation operators of
metal and molecular orbitals , respectively.

To explicitly simulate this model, we discretized the integrals
in eq 31. Specifically, the wide-band spectral density function is
used, and the hybridization function,

| |R RV( ; ) 2 ( , ) ( )
k

k
2

(32)

is assumed to be a constant Γ across the interval E− = −W/2 +
μ and E+ = W/2 + μ. Here, W and μ are the bandwidth and
chemical potential, respectively. The trapezoid discretization
procedure is adopted following ref 64, as it is reported to be
numerically more stable64 and equally accurate as the Gauss−
Legendre procedure for small bandwidths.60 For nb metal
orbitals, the discretized energies (ϵk) and the couplings (Vak)
are given as

= +

=

W
W

k
n

V

2
1
1

2

k

ak

b

(33)

where k = 1, ..., nb and the one-electron state density ρ = nb/W.
For the potential energy surfaces, we consider a 1D double-

well potential following refs 58,60,63,64

=U R M R( )
1
20

2 2
(34)

and linear orbital energy,

= + +U R U R M gR M g G( ) ( )
1
21 0

2 2 2
(35)

Here, the displacement parameter g is related to the
reorganization energy by =E M gr

1
2

2 2.
Throughout Section 3, the occupation of the metal orbitals

is prepared at ″zero temperature,” i.e., all the diabatic orbitals
below the Fermi level μ are occupied. The impurity molecular
orbital, on the other hand, remains unoccupied. Section 3.1
presents the thermal equilibrium results; hence, the trajectories
are initialized at thermal equilibrium in the U0 well. In this
case, additional nuclear friction γext = 2ω is applied to all
trajectories to account for phononic energy dissipation on the
surface.64 Section 3.2 presents the vibrational relaxation results,
where the trajectories are initialized at a high vibrational state
(ν = 16) using Wigner distribution sampling65 of the U0
harmonic potential. Finally, the parameters used in Section 3.1
and Section 3.2 are summarized in Table 1.

3.1. Equilibrium System Simulation. The 1D Newns-
Anderson model (eq 31) is widely used to model equilibrium
charge transfer between adsorbed molecules and metal
surfaces.63 Among the methods compared in previous
studies,58,60,63,64 IESH stands out for its accuracy and
adaptability to realistic systems. However, its computational
cost becomes prohibitive when many bath orbitals are
included.60,64 In this subsection, we show that our OSH
algorithm achieves the same results as IESH but with
significantly improved efficiency.

Figure 1 illustrates the impurity hole population ( †c c1 a a )
dynamics, where both OSH and IESH agree well with FCI-SH.
We highlight that, despite being completely single-particle, OSH
shows good agreement with FCI-SH in short-time dynamics,
equilibrium population, and the overall population relaxation
rate. Our results here numerically validate both the OSH and
IESH ansaẗze, at least for a smaller system (nb = 10). Applying
FCI-SH to larger systems becomes impractical because the
configuration space scales combinatorially with nb (462 for nb
= 10). It is worth noting that a similar comparison between
FCI-SH and IESH was conducted by Pradhan and Jain,58 but
their results differ from ours, showing considerable disagree-
ment.

Figure 2 shows the convergence of hole population
dynamics as we increase the number of orbitals, nb. Notice
that OSH agrees very well with IESH, and both results are

Table 1. Parameters Used in the Two Systems

Systems

Parametersa Equilibriumb Relaxationc

M 2.0 × 103 29164.4
ω 2.0 × 10−4 9.0 × 10−3

γext 4.0 × 10−4 0
Γ 1.0 × 10−4 0.03675
g 20.6097 0.1
ΔG −3.8 × 10−3 0.09356
kBT 9.5 × 10−4 �
Time step (fs) 0.25 0.005
Ntraj 500 5000

aAll physical parameters are expressed in atomic units unless
otherwise specified. bAdopted from ref 64. cApproximated from ref
66. See Support Information for details.
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consistent with Figure 2a of ref 64. Here, OSH converges
slightly faster with respect to nb. Notably, the simulation cost of
OSH is much lower than that of IESH, especially for large
systems, where we observe a fourfold speedup when nb = 100.
The remarkable speedup of OSH arises from its simplicity: it
requires only orbital density matrix elements σij to calculate the
hopping rate, whereas IESH must evaluate the determinant of
overlap matrices for each possible hop. This is a well-known
limitation of IESH, which necessitates optimized numerical
algorithms for hopping probability64 or upper-bound filtering60

to mitigate the issue, but OSH inherently avoids this problem.
A comparison of the efficiency between OSH and IESH is
provided in the Supporting Information.
3.2. Vibrational Relaxation Simulation. In this section,

we showcase the performance of OSH in modeling the
relaxation of a highly excited vibrational mode near a metal
surface. Specifically, we investigate the relaxation of NO (ν =
16) on a Au(111) surface, a system previously studied using
IESH by various groups.27,60,67 For simplicity, our simulations
focus solely on the NO stretching mode. For the vibrational
frequency of the NO molecule, we refer to the computed value
at the CASPT2/AVTZ level using the Beijing Density
Functional (BDF) package68 and the experimental value.69

The double-well potential used in this study is parameterized
based on ref 66 (see Supporting Information for details).

Similarly to Section 3.1, we start by comparing OSH and
IESH with FCI-SH for a smaller nb. Figure 3 a shows
consistent agreement among these methods, validating that
OSH can predict the correct electron transfer dynamics even
when the nuclear system is highly excited. Figure 3b depicts
the kinetic energy relaxation dynamics of the NO molecule. In
particular, all three methods predict identical short (<20/ω)

and long (>12/ω) time behavior of the kinetic energy.
However, OSH predicts faster kinetic energy relaxation in the
middle portion and relaxes to a slightly lower final kinetic
energy than that of both IESH and FCI-SH.

Finally, we examine the convergence of NO’s final
vibrational distribution as nb increases. Figure 4 shows that

the converged ν distribution peaks at ν = 0 and decreases with
increasing ν, a trend shared by OSH and IESH. However,
OSH predicts higher probabilities for lower vibrational states,
indicating greater relaxation to lower kinetic energy. Specifi-
cally, OSH converges to a final kinetic energy of 1.25 ℏω,
compared to 2 ℏω for IESH (see Figure 5). Additionally, IESH
shows significantly higher kinetic energy than OSH during the
transient period (t < 50/ω). Notably, these simulations are
highly expensive, requiring nb > 120 and over 5000 trajectories
to converge the ν distribution. Despite this, OSH can achieve a

Figure 1. Impurity hole population dynamics as a function of time for
OSH, IESH and FCI-SH. The inset shows the short-time behavior of
the same dynamics. nb = 10. Ntraj = 128 for FCI-SH.

Figure 2. Convergence of the population dynamics over nb. The left
and right panels show results for IESH and OSH, respectively. Line
colors correspond to the number of bath metal orbitals, as indicated in
the top color palette. The inset in the right panel compares IESH and
OSH when nb = 100.

Figure 3. Comparison of OSH, IESH, and FCI-FSSH in modeling the
relaxation of NO (ν = 16) at the Au(111) surface. (a) Impurity hole
population dynamics over time. (b) Kinetic energy evolution over
time. nb = 10. Ntraj = 512 for FCI-FSSH.

Figure 4. Convergence of the final vibrational state ν over nb. The left
and right panels show results for IESH and OSH, respectively. Line
colors correspond to the number of bath metal orbitals, as indicated in
the top color palette. The inset in the right panel compares IESH and
OSH when nb = 150.

Figure 5. Kinetic energy of NO as a function of time for OSH and
IESH. nb = 150.
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1.7× faster performance even when compared with a highly
optimized IESH implementation64 (see Supporting Informa-
tion for details).

From our two test systems, we can address the questions
posed at the beginning of this section. The simpler OSH
approach yields results comparable to those of IESH. In fact,
for a noninteracting system with fixed nuclear positions, the
configuration interaction with single substitutions (CIS),
whose wave function is constructed from a single determinant,
produces the same energy levels as the full configuration
interaction (FCI) method. Moreover, the forces and derivative
couplings obtained from the CIS method are identical to those
from the FCI method. Our results demonstrate that many-
body effects are properly accounted for in nonadiabatic
dynamics.

In addition, one advantage of the OSH method is its ability
to handle mixed states rather than just pure states. This
capability allows for the integration of a thermostat into OSH
more easily than in IESH. Literature has shown that IESH fails
to achieve detailed balance in the long-time limit.64 With the
addition of a thermostat to IESH, the dynamics may become
inaccurate. In contrast, we expect that OSH can provide both
the correct dynamics and detailed balance when a thermostat is
incorporated. This work is ongoing.

4. CONCLUSIONS
We have introduced orbital surface hopping (OSH), a novel
and efficient algorithm for modeling noninteracting multi-
electron systems. This algorithm is motivated by the orbital
quantum-classical Liouville equation (o-QCLE), which is
exactly derived as a quantum-classical approximation of the
Liouville equation for the reduced many-body density matrix.
OSH is applied to study electron and energy transfer dynamics
in molecule−metal surfaces, demonstrating results that are
identical or comparable to those of the independent electron
surface hopping (IESH) algorithm but at significantly lower
computational cost. Two scenarios are examined: for electron
transfer at thermal equilibrium, OSH and IESH produced
nearly identical results. For vibrational relaxation of highly
excited molecules, OSH and IESH yielded similar vibrational
distributions, though OSH predicted greater energy transfer
from molecular vibrations to the metal surface. Notably, for
large systems with over 100 orbitals, OSH achieves an
approximately 2× speedup compared to an efficient
implementation of IESH.

Since the OSH method is based on the mixed quantum-
classical Liouville equation in the orbital basis, the o-QCLE is
restricted to noninteracting electrons. The OSH method
approximates the o-QCLE in a fashion similar to FSSH; thus, it
is also limited to the case of noninteracting electrons. In
contrast to methods such as HEOM or BCME, where the
metal is treated as a continuum, OSH explicitly treats the
metal, providing greater flexibility for different band structures.
Furthermore, as highlighted in the previous discussion, it has
been shown in the literature that IESH does not yield detailed
balance in the long-time limit, even when additional discrete
levels are added.64 Since numerically exact methods such as
HEOM treat the electronic continuum as a bath, a direct
comparison of HEOM with OSH (or IESH) is not strictly
justified. One way to achieve the continuum limit for OSH is
by adding a thermostat. In the future, we plan to introduce a
thermostat in the OSH method to achieve the continuum
limit. This project is in progress.

■ APPENDIX A

A. Derivation of the orbital Liouville-von Neumann
equation (eq 4)

Apply
†

d di j from the right to both sides of eq 3, and then take

the trace over the electronic degrees of freedom,

{ }= † †

t
i

H d d H d dTr ( ) Tr ( )
ji

i j i je total e total (36)

Realize that T̂n and U (R̂) commute with the creation and

annihilation operators and can be moved out of the trace;

hence

{
}

=

[ ] [ ]

† † † †
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t
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Then, apply the anti-commutation relation { } =†
d di j ij and

the cyclic properties of the trace, we have

=

=
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e e

e e (38)

The second terms of the above two equations cancel each

other out since { } = { } =† †
d d d d 0i j i j . Meanwhile, for the first

term, swapping the dummy index k ↔ l in the second line

leads to
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Hence, we have proved eq 4, i.e., the LvN for single-body

orbitals.
B. Derivation of the First Order Derivative Coupling (DC)
of Different States

Consider the DC between two adiabatic states j(|j⟩ = |j1, j2, ···,

jNe|) and k(|k⟩ = |k1, k2, ···, kNe|):

=
| |

j
k j k

R E Ek j

H
R

el

(40)

Use the unit projector = | | = | |m m n n1 m n
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The last step uses the orthonormality property of the
adiabatic orbital. The subscript of i stands for the ith electron,
which is used to accomplish the antisymmetry of electrons.
C. Comparison of the Hopping Probabilities Between the
IESH and OSH Methods
In the IESH, the density matrix elements are calculated as

| |I JIJ (41)

Similar to fewest switches surface hopping (FSSH), the
hopping probabilities from an active state I to state J is given
by

[ · ]
=

[ · ]A D

A

D2Re ( ) 2Re ( )JI IJ

II

JI IJ

II (42)

For an electronically non-interacting system, only single
electron hop needs to be considered in a hopping event, as
proven in Appendix B.

[ · ]
=

[ · ]D d2Re ( ) 2Re ( )JI IJ

II

JI ij

II (43)

In OSH, the hopping probabilities of one electron hops from
orbital i to orbital j can be derived from the o-QCLE (eq 11),

=
[ · ]

g
d2Re ( )

ij
ji ij

ii (44)

With the definition of the orbital density matrix, it can be
represented as

=
= | | | |

=
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Note that in this equation, the trace over electronic states
has been replaced by a summation over all electronic states. In
the diagonal case, the orbital density matrix element is given by

=ii I II . Substituting these two equations into the
expression for the hopping probabilities, we obtain

[ · ]

=
[ · ] + [ · ]

+

d

d d

2
Re ( )

2
Re ( ) Re ( )

I JI ij

I II

JI ij K I JK ij

II K I KK (46)

From this equation, we can see that while the hopping
probabilities in IESH and OSH share similarities, they are not
identical. Specifically, IESH considers only the hopping of the
active state to its single excitations, whereas OSH, derived from
the o-QCLE framework, accounts for single excitations from all
possible states that include the active orbital. As a result, the
hopping probabilities in OSH retain characteristics of a mixed-
state approach, reflecting the density matrix nature of this
method.
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■ NOTE ADDED AFTER ASAP PUBLICATION
Due to a production error, the version of this article that was
published ASAP March 21, 2025, contained errors in two
equations: First, an error in the unlabeled display equation
before eq 41; second, an error in eq 46. These were corrected
and the paper reposted March 31, 2025.
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